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ABSTRACT: The paper introduces two jackknife estimators of the signal. The 
mean square errors of the proposed estimators and two other estimators of the 
signal are studied by simulation. The results of the study show that in designs 
baving weak to mild collinearities both jackknife estimators are more efficient 
than the naive estimator as well as non-negative minimum biased estimator. The 
non-negative minimum biased estimator performs better under strong collinearity. 
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INTRODUCTION 

Consider the linear regression model M{y ,X6,O'2Inl, where y is a random vector 
of length n, 6 is a fixed but unknown p-vector of regression coefficients and 
0'2> 0 is the unknown variance of error terms. 

Assume that the n x p non-stochastic matrix X has full column rank. The 
standard linear unbiased estimator of the vector of regression coefficients is the 
ordinary least squares estimator (OLSE) given by b = (X'X)-lX'y. 
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