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ABSTRACT: The paper discusses the merits of partial shrinkage of the 
'ordinary least square estimator of the coefficients of the mUltiple regression 
model of full rank. Theoretical comparisons of scalar and matrix-valued risks of 
the partially sbnmken and totally shrunken estimators are given. The strategy of 
partial shrinkage is applied to two data sets. 
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INTRODUCTION 

We cfUl."Jider the multiple linear regression mode) M{y, :K.6,a:tI .. }where y is the 
observed n-vecror of response variable, X is a 11 xp non-stochastic regression 
matrix column rank. fJ is a p-vector wUcnown but fixed vector of 
rell:res:sto'n coefficients 1112> 0 is the unknown constant variance of the 
error term.1!.. 

although unbiasoo. t!te ordinary least squares estimator (LSE) 
regres~;lon (::.')efficien%:s b= (X'Xr1X'y has some deficiencies that. at 

usefulness q.u,estionable. happens when two or more 
ex()genotas variables of regression matrbt are strongly linear dependent. 
Under such circumstances a family of bia."too linear homogenous estimators 
commonly known as generalised ridge estimators (Obenchain, 1975; 1978) can 
be llSed imteM of b. Members of this family outperform the eLSE on sub- ' 
domains the parameter space of the regression coeffiCients. " 












