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ABSTRACT: Bounds for the efficiency of ordinary least squares estimacor 
relative to generalized least squares estimator in the linear regression model with 
first-order spatial error process are given. 
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INTRODUCTION 

Let the relationship between an observable random variable y and k explanatory 
variables X!>""Xk in a T~county system be specified in linear regression form 

y = XJ3 + u, (1) 

where X is a Txk matrix of known constants with full column rank k < T, and 
13 is a k x 1 vector of unknown parameters. The vector u is a disturbance term 

with E(u) = 0 and Cov(u) = 0: V. , where 0; is a positive unknown scalar and 

V. a TxT positive definitt~ i matrix with identical diagonal elements. The 
assumption that the diagonal elements of V. are all identical indicates that we 
consider only homoscedastic disturbances U'iS which are correlated. 

'The ordinary least squares (OLS) and the generalized least squares (GLS) estimators 

of B in model (1) are givt:n ~y ~ (XIXr1X'y and j3 (XIV:1X)-lXIV*-ly, 

respectively, with covarianct~ matrices Cov(~) = o!(X/X)-l x 'V. X(X/X)-l and 

Cov(j3) o!(X'V.-1xtl . 


































