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ABSTRACT: Conditions for the consistency of the estimator S2 of the variance 

of the disturbance a; under first-order spatial error processes are given. 
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INTRODUCTION 

Consider the linear regression model for spatial correlation 

y=xp +u. U=CE. (1) 

where y is a T x 1 observable random vector, X is a T x k matrix of known 
constants with full column rank k, B is a k x 1 vector of unknown parameters, 
f is a T x 1 random vector with expectation zero and covariance matrix 

COV{E) ;;:; a!l (I is the T-dimensional identity matrix and a: an unknown 

positive scalar). C denotes a Tx T nonsingu1ar matrix such that the product CC' 
has identical diagonal elements. The assumption that the diagonal elements of 
the matrix product CC' are all identical indicates that we consider only 
homoscidastic disturbam~es ui's which are correlated. 

The ordinary least squares (OLS) estimator of the unknown parameter B in 

model (1) is given by ~ =«X'Xr1X'y with the covariance matrix 

Cov(~)=O!(X'X)-IXIV.X{XIX)-l. where V. = CC'. 
































