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ABSTRACT: The Pitman Measure of Nearness criterion is applied to compare 
the performance of the ordinary least square estimator and the shrunken 
estimator. This is done by considering. the weighted and the unweighted norms 
of both estimators. The corresponding Pitman Nearness probabilities are 
provided. An adaptive procedure for obtaining operational shrinkage factors is 
suggested. 
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INTRODUCTION 

Since Rao's work (1981) a large number of research publications on Pitman 
Measure of Nearness (PMN) has. appeared. PMN was introduced by Pitman 
(1937); and until the beginning of the seventies his ideas did not attract the 
attention of researchers, partly due to the fact that many felt comfortable with 
the criterion of Mean Squared Error (MSE). Dyer and Keating (1983), Keating 
and Gupta (1984), Keating (1985), Keating and Mason (1985a; 1985b) and Rao 
et al. (1986) are but among those prominent researchers who contributed much 
to the popu1arisation of PMN. The monograph by Keating et al. (1993) provides 
an illuminating account of PMN and a long list of publications on comparisons 
of estimators of univariate parameters and scalar functions of the same. 

This paper provides theoretical results of comparison of the unbiased estimator 
of the regression coefficients of the multiple linear regression model and the 
shrunken estimator (Mayer and WiHke, 1973). At this juncture we would like 
to refer the readership to a related work by Conerly and Hardin (1991). 
















