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ABSTRACT: Theoretical results about comparison of multivariate estimators 
and a general linear transform of the same vis~a~vis the mean square error 
criterion are given. Two theorems on admissibility of linear transforms of 
estimators are introduced. Applications of the theoretical results are demonstrated 
by considering two linear transforms of the unbiased estimator of the coefficients 
of the multiple linear regression model. 
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INTRODUCTION 

Improvement of estimation and prediction by introducing biased estimation 
procedures had been, and still is a research area of importance. The comparison 
of risks of the resulting estimators can be shown by using mean square error 
(MSE). Perlman (1912) gave a necessary and sufficient condition guaranteeing 
the existence of a scalar ex E (0,1) such that a shrinkage of an unbiased vectof
valued estimator would result in an improvement in MSE. Bibby (1912) and 
Bibby and Toutenburg (1977; 1978) investigated biased estimators and 
predictors that can be obtained by improving unbiased procedures. A general 
result due to Perlman was applied by Kleffe (1985) to show that uniformly 
better estimators can be given through multiplication of an unbiased estimator 
by some positive constant less than but close to one. The optimal choice of such 
a multiplier was studied, and specific results for quadratic estimation derived. 




















